Building an expert system to assist system refactorization
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\textbf{Abstract}

The separation of concerns is an important issue in the building of maintainable systems. Aspect Oriented Programming (AOP) is a software paradigm that allows the encapsulation of those concerns that crosscut a system and cannot be modularized using current paradigms such as object-oriented programming. In this way, AOP increases the software modularization and reduces the impact when changes are made in the system. In order to take advantage of the benefits of AOP, the legacy OO systems should be migrated. To migrate object-oriented systems to aspect-oriented ones, specific refactorings for aspects should be used. This is a complex and tedious task for the developer because he/she needs to know how the refactorings should be applied and under what context. Therefore, it is desirable to have tools that help him/her through the process. In this article, we present an expert software agent, named \textit{RefactoringRecommender}, that assists the developer during a refactorization of a system. The agent uses a Markovian algorithm with the goal of predicting the needed restructurings.
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1. Introduction

In order to develop highly extensible, reusable, adaptable, and modifiable systems it is important to have proper separation of concerns [3]. Building systems with these quality attributes improves system modularization and maintenance. Proper separation of concerns can be achieved by means of Object-Oriented Programming (OOP); however, there are some concerns that orthogonally crosscut the components of a system whose encapsulation is almost unviable. These kinds of concerns are called crosscutting concerns (CCCs). Aspect-
Oriented Programming (AOP) is a software paradigm that complements OOP to address the problem of separation of concerns [17]. AOP allows the encapsulation of CCCs into new components called aspects [5]. Typical examples of CCCs are exception handling, logging, and concurrency control.

So as to take advantage of the benefits of aspect-oriented development [23, 27, 1, 2, 30, 12, 22, 4] and to achieve a system with the above listed quality attributes, legacy object-oriented systems should be migrated to aspect-oriented systems. To attain this goal, two activities are used: aspect mining and aspect refactoring [16]. During the aspect mining activity, the crosscutting concerns that may potentially become aspects must be discovered in the source code. Usually, there are different instances of each CCC in a system, they are called candidate aspects. Once the candidate aspects have been identified, they must be converted, during the aspect refactoring activity, to final aspects using a specific aspect language like AspectJ\(^1\) or a framework that supports aspects like Spring/AOP\(^2\). Aspect refactoring are mechanisms or strategies of code restructuring similar to the OO refactorings presented by Fowler [6] but with the difference that aspect refactorings take into account the presence of aspects in the source code. This kind of restructuring is used to encapsulate into aspects the CCCs found in the OO source code, to improve the internal structure of the created aspects and to apply OO refactorings updating the references to the AOP constructions [10]. In this paper, we focus on the aspect refactoring activity.

The aspect refactoring activity is often tedious and repetitive but, at the same time, it is also a complex process. On the one hand, the refactorization of the candidate aspects of the same CCC are based on the application of a set of aspect refactorings because, in general, the candidate aspects are patterns in the source code ([4, 12]). That is, all the candidate aspects belonging to the same concern have a similar code structure. On the other hand, there are variations in the implementation of candidate aspects that cause differences in the code transformations to be performed. This happens when, after applying an aspect refactoring, additional restructurings should be applied with the goal of ensuring that the external behavior of the code is not altered. For these reasons, it is important to use refactoring tools that have user-level assistance in order to help the developer during the refactorization of a system.

In order to build a tool with these characteristics we argue that interface agents [21] are an appropriate approach. We base our decision on the fact that interface agents learn users’ habits, preferences and interests to provide them personalized assistance with the tasks they perform with software applications [20, 14]. Applying this to the refactorization of OO systems to AO ones, we envision the following scenario: (i) a developer begins the refactorization of a system being based on the candidate aspects identified previously by aspect mining; (ii) iteratively each candidate aspect is refactorized; (iii) an interface

\(^1\)http://www.eclipse.org/aspectj/
\(^2\)http://www.springsource.org/
agent designed to help the developer during the refactorization proposes the elements to be encapsulated, the aspect refactorings to be applied, and the additional restructurings when necessary.

Along this line, we have developed an expert software agent called RefactoringRecommender which observes an aspect refactoring tool called AspectRT [31, 33] and proposes the aforementioned refactoring activities to the developer. RefactoringRecommender implements a Markovian algorithm [28] with the goal of predicting the actions of the developer based on a recorded history of previous refactorizations and using a model that represents the refactoring process impose by AspectRT. By mean of this technique it is possible to identify the variations between the implementations of the candidate aspects and propose restructurations accordingly. That is to say, the use of this technique allows the incorporation of new restructuring cases when they emerge and they are saved in the recorded history of previous refactorizations. Therefore, the main contribution of this paper is assistance to a developer during the refactorization of an OO system into an AO one. The assistance is offered in the form of a proposition of a fragment of aspectizable code to be migrated, the proposition of an aspect refactoring to be applied, and the recommendation of additional restructurings when necessary.

The rest of this paper is structured as follows: Section 2 presents an overview of our proposed approach; Section 3 describes the main characteristics of our approach; Section 4 presents the results obtained when evaluating our approach in a number of experiments; Section 5 analyzes some related works; and Section 6 outlines the conclusions and future work.

2. AspectRT agent’s overview

The expert agent RefactoringRecommender helps developers during the refactorization of a system. Figure 1 shows an overview of the RefactoringRecommender functionality. In this scenario a developer interacts with a tool called AspectRT\(^3\). This tool is implemented as a plug-in for the Eclipse IDE and it is integrated with AspectJ. AspectRT helps developers to refactor object-oriented systems to aspect-oriented ones, providing a set of aspect refactorings [26].

When a developer\(^4\) is refactoring a system using AspectRT the RefactoringRecommender agent monitors the user’s behavior registering the context in which the changes are applied and by this means it builds the evidence for future recommendations. In order to refactorize the system, the developer chooses iteratively a candidate aspect to be encapsulate into an aspect. Each candidate aspect is spread over several Java elements, eg. methods, classes, interface declarations, statements, etc. To encapsulate a Java element into an aspect, an aspect refactoring is applied and additional restructurings are done when necessary. In particular, the agent registers the aspect refactoring applied and also

\(^3\)Available from http://sites.google.com/site/legacyandaop/Home/ar
\(^4\)The words developer and user are used indistinctly in this article
to which kind of Java element it is applied. Also, the agent registers the order in which the kind of Java elements are selected to be refactorized and registers the additional restructurings done. This information collected by the agent matches with a Hidden Markov Model (HMM) [28] of the process of refactoring implemented by AspectRT.

When the agent accumulates enough history it starts to advice the user using a Markovian algorithm to calculate the probabilities of the application of a particular action. In order to do that, the agent observes the developer when he/she is refactoring a system to determine the states of the process of refactoring. Once the state has been determined, the agent recommends a list of possible actions. The developer can accept one of them or ignore the suggestions. The developer’s decision to accept or reject a recommendation is used by the agent as implicit feedback. The possible kind of recommendations of RefactoringRecommender are:

- A Java element of a candidate aspect to be refactorized.
- An aspect refactoring to be applied on a Java element previously selected.
- Additional restructurings to an aspect refactoring in order to complete the encapsulation of a Java element.

In the next section how evidence is collected and how the recommendations are proposed are explained in detail.
3. Capture of the user’s knowledge

*RefactoringRecommender* uses a Markovian algorithm to obtain knowledge about how a developer refactorizes a system encapsulating the CCCs into aspects. A Markovian algorithm enables us to learn from the developer’s actions during the refactoring of a system and to identify the restructurations necessary for different contexts. In this way, this kind of technique allows a flexible adaptation of the agent under different situations when it offers a piece of advice to the developer. This flexibility and learning can not be achieved with others simple techniques such as “if-condition-then-action” rules [32]. In our context, a Markovian algorithm could be used, for example, to identify the restructuring needed to complete the encapsulation of a Java element into an aspect after the application of an aspect refactoring.

A HMM is a doubly stochastic process comprising an underlying stochastic process that is not directly observable but can only be visualized through another set of stochastic processes that produce the sequence of observations [28]. A Markov model describes a process that goes through a sequence of discrete states. The model is called hidden because the state of the model at a time \( t \) is not observable directly. A HMM has the Markov assumption, that is that given the present state, future states are independent of past states. The Markovian algorithm implemented by *RefactoringRecommender* approximates this assumption.

**Building the evidence**

The Markovian algorithm that supports the assistance process is the ON-line Implicit State Identification (ONISI) algorithm [8, 7]. ONISI allows the prediction of the future user actions by means of the use of a Markov model. Specifically, by the observation of the interaction of the developer with AspectRT, ONISI infers a HMM composed of states and actions. This model is represented as a state machine in which the transitions from one state to another occur when certain actions are performed. As is shown in Figure 2, the AspectRT model has five states. The first state, called “Waiting decision on a Java element”, represents the situation in which a Java element has been selected and an aspect refactoring will be chosen to encapsulate the Java element. Once an aspect refactoring is selected, the model transitions to another state. This situation is represented by 3 different states: “Refactoring first Java element of a candidate aspect”, “Refactoring intermediate Java element of a candidate aspect”, and “Refactoring last Java element of a candidate aspect”. This differentiation occurs because additional activities are usually performed during the encapsulation of the first and last element (e.g. some structures are created to contain the changes or some actions are performed in order to improve the resultant code). Finally, when an aspect refactoring has been applied, (i) an element could be selected transitioning to the first state; or (ii) additional activities to the refactoring could be applied transitioning to the state “Applying additional restructurings”.
In order to register the history of interactions between the user and the tool, the agent saves into a database each activity as a pair composed of a state and an action \( <S, A> \) where \( S \) is the state in which the model transitioned and \( A \) is the action which occurred in the model. Both the state and the action belong to the AspectRT model. For example, if the following scenario is considered:

1. A method is selected to be encapsulated into an aspect.
2. The aspect refactoring Move Method from Class to Inter-type [26] is selected.
3. The aspect refactoring is applied.
4. Another Java element that is a statement is selected.

The pairs of states and actions saved by \textit{RefactoringRecommender} will be:

\[
\langle \text{Java element Method selected, Waiting decision on a Java element} \rangle
\]
\[
\langle \text{Aspect refactoring Move Method from Class to Inter-type selected, Refactoring first Java element of a candidate aspect} \rangle
\]
\[
\langle \text{Aspect refactoring Move Method from Class to Inter-type applied, Refactoring first Java element of a candidate aspect} \rangle
\]
\[
\langle \text{Java element Statement selected, Waiting decision on a Java element} \rangle
\]

Another source of knowledge of the agent, besides those that can be inferred from the context, is the feedback given by the developer. The developer expresses implicit feedback when he/she accepts (or not) a recommendation proposed by \textit{RefactoringRecommender}. When the developer does not accept a
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recommendation, he/she can apply an alternative solution and the activities involved in this solution are saved as state-action pairs. In this way the algorithm can use this information to make successful future recommendations.

Making recommendations

The goal of our agent is to assist the developer during the refactorization of an OO system into an AO one by means of recommendations. These recommendations are oriented to help in the selection of a Java element to be encapsulated, the selection of the aspect refactoring to be used, and the application of additional restructurings to the refactoring when necessary.

With this goal in mind, the ONISI algorithm is used to analyze the interaction history and predict the most probable action to be taken given the current state. ONISI assigns probabilities to all possible actions in the currently observed state. These probabilities are calculated estimating how much observed history supports an action in the current context. This estimation is accomplished using a k-nearest neighbors scheme that ranks the actions in the state taking into account the length of the sequences found in the history. When the current state is observed by ONISI, probabilities to all possible actions from that state are assigned and ranked.

At its core, the algorithm uses two measures: the match length measure and the frequency measure [8, 7]. The former calculates the average of the lengths of the $k$ longest sequences that end with a determined action in a specific state where $k$ is a small integer. The latter counts the occurrence of an action in a state. The ranking of a possible action for the current state is calculated using a parameter $0 \leq \alpha \leq 1$ to indicate the weight between the match length measure normalized and the frequency measure, also normalized. So, every time a transition is detected in the model, ONISI is executed with the goal of proposing to the user possible actions to be made using the rankings obtained for the potential actions of the current state.

When a recommendation is made, the first three results of the ranking generated by ONISI are proposed to the developer in order (where the first is the most possible). As is shown in Figure 3, the recommendations are made in a noninvasive way, in order not to interrupt the developer, using a recommendation bar that is integrated with AspectRT. Some examples of possible advice are: “The aspect refactoring Extract Fragment into Advice should be selected,”
“The Java element Statement should be selected,” or an additional restructuring related to aspect languages as “A privileged statement should be added into the aspect.” The recommendations are made in as much detail as possible in order to allow the automatic application of the changes by AspectRT when the user accepts a recommendation. This is especially useful in the recommendation of additional restructurings where there are several possible activities. In this case the level of detail is the change of a Java (or aspect language) structure. This kind of recommendation is proposed incrementally by the agent. That is, a restructuring recommendation is proposed and if accepted, then the next recommendation is suggested. If the user does not accept any of the three recommendations, he/she can proceed with a restructuration on his/her own. This solution is stored in the database. When a recommendation is accepted (or not) by the developer, the agent uses the developer’s decision as an implicit feedback in order to use this knowledge in making future recommendations.

In regard to the values of the $k$ and $\alpha$ parameters that are used in the algorithm, they were determined experimentally for this domain. We use a $0.7 \leq \alpha \leq 0.9$ in order to give more importance to the match length measure normalized rather than the frequency measure normalized. The next scenario will help to explain this decision. When the model is in the state “Waiting decision on a Java element” the selection of an aspect refactoring is expected. So, in a situation like this it is not important how many times a determined refactoring in this state was selected (which is measured by the frequency measure); however it is a priority to know the frequency that an aspect refactoring was selected after the selection of a Java element (which is measured by the match length measure). With respect to the $k$ parameter [8] claim that low values show the same performance as high values. We experimentally obtained the same results, therefore we propose a $3 \leq k \leq 5$ value in order to make faster calculations.

4. Experimental results

In order to assess the recommendation precision of RefactoringRecommender we conducted the refactoring of two OO systems: JHotDraw$^5$ and FreeMind$^6$. Before the refactoring, the training of the tool was carried out using small examples of CCCs encapsulation, like the presented by Monteiro [26] to illustrate his catalog. This training allowed the agent to identify the context in which an aspect refactoring is used and also some policies about the order in which the Java elements should be encapsulated. In contrast, the training did not contain situations of additional restructurings so as to show how the ONISI algorithm learns the developer’s behavior during refactoring. The ONISI algorithm was configured using $k = 5$ and $\alpha = 0.9$.

$^5$http://www.jhotdraw.org, version 5.4b1
$^6$http://freemind.sourceforge.net, version 0.8.0
4 EXPERIMENTAL RESULTS

The refactored CCCs from JHotDraw were Command, Undo, Persistence, Observer and Composite [24] and in FreeMind they were Action and XML Attribute Serialization [34].

The average precision of the agent during the refactorization of JHotDraw was 84.27% as compared to FreeMind’s 91.51%. The precision was determined by how many of the recommendations made by the agent were correct (where a recommendation is correct when it occupies the first position in the ONISI ranking). The recommendations taken into account were of the three possible kinds (the selection of a Java element to be encapsulated, the selection of an aspect refactoring to be applied, and the proposition of additional restructurings), however, differences in the recommendation precision among them were found. As can be seen in Figure 4, the percentage of Java elements and aspect refactorings identified were above 80% for both systems as was the precision for the recommendation of additional restructurings for FreeMind. Instead, the precision for the recommendation of additional restructurings for JHotDraw was 57%. The differences between the recommendation precision of both systems is due to the variation among the pattern structures of the candidate aspects of a concern. We found that when the Java elements that compose the candidate aspects of a same concern varies greatly, the agent experiences a delay in adapting to the different candidate aspects. As consequence, these fails in the identification of restructurings impact the identification of a Java element. This is because in some of these cases, an additional step is wrongly proposed instead of the selection of a Java element. Also, we found that some of the additional restructurings proposed by the agent are not specific enough in some occasions. For example, the agent proposed making changes in the structure of a pointcut; however, the specific changes to be made in the pointcut were not proposed.

Since the lowest precision rates were in the recommendation of additional restructurings it is useful to discuss these recommendations. Figure 5 shows the

![Figure 4: Identification precision.](image-url)
location of the ranking in which the correct recommendation for the proposition of additional restructurings appeared. As can be seen, taking into consideration the three recommendations that the agent proposes (i.e. the top three ONISI ranked positions and not simply the first), the precision increases to 68% (57% were ranked at first place and 11% were ranked between the second and third place) for JHotDraw and 93% (82% and 11%) for FreeMind. Additional significant percentages in both cases are those recommendations that did not appear in the ranking. This mainly happens when there is not enough information to predict an action for the current state or when there are variations on the Java elements for a candidate aspect.

The above situation in which there are variations on the Java elements, can be seen in the charts presented in Figure 6. Chart (a) shows the refactorization of the Java elements for a candidate aspect of the Command concern comparing one scenario with previous training and another without training (only the recommendations of additional restructurings are shown). The letter $R_{\text{place}}$ indicates the correct recommendation place of the ONISI ranking when it was not in the first position ($R$ indicates that the correct recommendation was not taken into account to generate the ranking). In the untrained scenario it is shown the situation where there is not enough information to predict an action and how the correct recommendation ascends in the ranking. For example, during the
recommendation of the fourth Java element the ranking position for the correct action was 5, so it was not proposed. Later, during the recommendation of the fifth Java element (which was a case similar to the fourth Java element) the ranking position for the correct action was 2, so it was proposed second place. From there the correct action was recognized in the first position. In the chart (a), is also shown the improvement when the agent has a previous training.

Figure 6 (b) shows the precision of the refactoring of the candidate aspects of the Undo concern in the recommendation of additional restructurings without training. As can be seen in the chart, during the refactoring of the first two candidate aspects, the recommendations are not successful. Then, the precision of the recommendation improves incrementally to achieve 100% accuracy. When a variation in the code structure of the candidate aspect occurs, there is a descent in the percentage of precision (i.e. the refactoring of the seventh candidate aspect). It was observed that the descent of precision for these changes gradually decreases over time because the agent learns the possible additional restructurings for a concern.

5. Related work

Since the emergence of AOP, the refactoring of systems has been widely investigated, and a variety of aspect refactorings and refactoring process have been proposed [1, 2, 30, 9, 11, 15, 19, 25, 26, 31]. The majority of these processes try to refactorize an OO system to an AO one using different kinds of refactorings [10]. However, few of them incorporate AI techniques to automatize the refactoring.

The approaches presented by Binkley et al. [1] and Ceccato [2] base their automation on iterative processes that use a small subset of aspect refactorings. The selection of these refactorings is accomplished by means of rules such as “if the code has a certain characteristic, then a particular refactoring is applied”.
In contradistinction to RefactoringRecommender, these approaches do not fully cover the situation when additional restructurings must be done after the application of an aspect refactoring. Additionally, RefactoringRecommender, takes into account the preferences of the developer during the refactorization.

The processes presented in [23, 29] use a type of CCC documentation called crosscutting concerns sorts. The refactorization of each CCC is done through a series of transformations associated with a crosscutting concerns sorts. When a compilation problem is found after the refactorization, these approaches propose possible solutions using the sort documentation. Unlike our approach, these processes do not fully cover those cases in which variations in the implementation of a CCC result in the incomplete encapsulation of the CCC.

da Silva et al. [4] propose a high level technique of aspect refactoring based on metaphor-based heuristics. Similar to the techniques enunciate above, the refactorings are used according to the way in which the CCCs are documented. However, the approach only proposes a subset of possible refactorings, so the selection of a specific aspect refactoring and additional restructurings to be applied are done by the developer.

Finally, some OO refactoring approaches that incorporate AI techniques have been proposed [13, 18], but although useful, these techniques can not be transferred to AOP.

6. Conclusions and future work

In this paper, we presented an approach that assists the developer in the refactoring of an object-oriented system into an aspect-oriented one. Toward this goal, we have developed an agent called RefactoringRecommender which interacts with an aspect refactoring tool. The agent observes the developer when he/she is refactoring a system in order to recommend a fragment of a candidate aspect to be encapsulated, aspect refactorings to be applied, and additional restructuring to them. RefactoringRecommender uses a Markovian algorithm to made the recommendation analyzing the interaction history of the user with the aspect refactoring tool. The acceptance (or not) of a recommendation by the developer is saved into the interaction history in order to improve the agent’s knowledge.

The results obtained when evaluating the agent demonstrated the advantages of using an agent-based approach during the refactoring of systems. Along this line, despite some limitations, RefactoringRecommender has corroborated our feelings about the advantages of agent-based assistance, reducing the developer’s intervention during the refactoring process.

As future work, we are planning to refine the recommendations of additional restructurings in order to enable their automatic application when they are accepted by the developer.
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